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Abstract 

The emergence of large language models (LLMs) such as GPT-4, Claude, and Gemini has initiated 

a profound methodological transformation in the global research ecosystem. This systematic 

literature review examines how LLMs are redefining the processes of knowledge generation, 

analysis, and dissemination across academic disciplines. Guided by the PRISMA 2020 framework, 

the study systematically analyzed 92 peer-reviewed articles published between 2021 and 2025 to 

identify the scope, methodological adaptations, and ethical implications of integrating LLMs into 

research workflows. Findings indicate that LLMs are now embedded in nearly all stages of the 

research process ranging from literature retrieval and screening to data extraction, synthesis, and 

academic writing. Their integration has significantly enhanced research efficiency, reduced 

manual workload, and democratized access to advanced analytical tools, particularly benefiting 

early-career and non-native English-speaking scholars. However, the review reveals that the 

methodological evolution brought by LLMs also entails new challenges related to accuracy, bias, 

authorship, reproducibility, and transparency. The analysis demonstrates that researchers are 

increasingly adopting hybrid human AI collaboration models in which LLMs function as cognitive 

partners while human oversight ensures validation and contextual interpretation. Moreover, new 

research protocols emphasize prompt documentation, version control, and ethical disclosure of AI 

involvement to uphold scientific integrity. Despite their advantages, concerns persist regarding 

hallucinated outputs, algorithmic bias, and unequal access to proprietary AI technologies, which 

risk widening global disparities in research capacity. The review concludes that LLMs are 

transforming research methodology from static, manual processes into dynamic, AI-augmented 

workflows characterized by adaptability, scalability, and inclusivity. Nonetheless, this 

transformation demands continuous recalibration of ethical standards, methodological 

transparency, and academic accountability. The study recommends the establishment of 

standardized frameworks for reporting LLM usage, comprehensive AI literacy programs within 

academic institutions, and equitable policies for access to AI infrastructure. Overall, the 

responsible integration of LLMs represents not a replacement of human intellect, but a 

reconfiguration of scholarly practice that merges human reasoning with computational intelligence 

to advance credible, efficient, and globally inclusive scientific inquiry. 
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1.0 Introduction 

The rapid evolution of artificial intelligence (AI) and, more specifically, large language models 

(LLMs) has begun to transform how researchers conduct, document, and disseminate knowledge 

across disciplines. LLMs such as OpenAI’s GPT-4, Anthropic’s Claude, and Google’s Gemini 

have demonstrated remarkable capabilities in natural language understanding, summarization, 

reasoning, and text generation (Brown et al., 2020; OpenAI, 2023). These models are increasingly 

being integrated into the research process—reshaping methodological practices that traditionally 

relied on human expertise. From automating literature searches and thematic coding to aiding in 

hypothesis generation and manuscript drafting, LLMs are redefining the nature and workflow of 

scientific inquiry (Kung et al., 2023). 

The methodological transformation driven by LLMs is evident in their growing application within 

systematic reviews, data analysis, and qualitative synthesis. Several studies have shown that LLMs 

can assist in literature screening and data extraction with notable efficiency while maintaining 

reasonable levels of accuracy (Jadhav et al., 2023; D’Amico et al., 2024). In the biomedical 

sciences, for example, researchers have begun employing LLMs to automate sections of systematic 

reviews following the PRISMA protocol, significantly reducing the manual burden of data 

handling (Singhal et al., 2023). In social sciences, scholars have adopted models such as ChatGPT 

for qualitative data coding, thematic analysis, and summarization of large textual datasets (Qureshi 

et al., 2024). 

The implications of these developments extend beyond efficiency gains. LLMs are also altering 

epistemological assumptions underpinning traditional research methodology. The question of 

whether AI-generated text or synthesized knowledge constitutes legitimate scientific contribution 

has become increasingly pertinent (Van Dis et al., 2023). Additionally, the reproducibility and 

transparency of LLM-assisted methods remain key concerns, as most models operate as 

proprietary “black boxes” with limited explainability (Thorp, 2023). These issues necessitate new 

methodological guidelines that account for human-AI collaboration, prompt engineering, and 

ethical considerations in data interpretation and authorship. 

Furthermore, the democratization of research enabled by LLMs introduces both opportunities and 

risks. On one hand, these models allow researchers with limited methodological training or 

linguistic proficiency to access sophisticated analytical and writing assistance (Zhu et al., 2023). 

On the other hand, they raise challenges concerning academic integrity, potential bias 

amplification, and the risk of generating misleading or fabricated information (Gao et al., 2023). 

Hence, integrating LLMs responsibly into research workflows demands rigorous frameworks to 

ensure accuracy, accountability, and ethical compliance. 

This study therefore seeks to conduct a systematic literature review on the transformation of 

research methodology through large language models, with particular attention to their 

methodological, analytical, and writing applications. The review will examine (i) how LLMs are 

being applied across various stages of the research process, (ii) the methodological adaptations 

required to ensure reliability and transparency, and (iii) emerging ethical and practical 

implications. By synthesizing existing evidence, the study aims to contribute to the development 

of responsible frameworks guiding the integration of LLMs in contemporary research 

methodology. 

2.0 Methodology 
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This section presents in detail the methodology adopted for conducting a systematic literature 

review on the transformation of research methodology through large language models (LLMs). 

The approach was grounded in established research synthesis standards to ensure methodological 

rigor, reproducibility, and transparency. The section is organized under several subsections 

including the research design, review protocol development, data sources and search strategy, 

inclusion and exclusion criteria, study selection procedure, quality appraisal, data extraction and 

synthesis, ethical considerations, and methodological limitations. Each subsection is elaborated in 

prose form to comprehensively explain the systematic process followed in conducting the review. 

2.1 Research Design 

The present study adopted a systematic literature review (SLR) design to synthesize existing 

scholarly work on how LLMs are transforming the research process. According to Kitchenham 

and Charters (2007), an SLR provides a structured and reproducible method for identifying, 

evaluating, and interpreting all available research relevant to a specific question or topic. This 

design was considered most appropriate as it ensures transparency, reduces researcher bias, and 

allows for the integration of evidence from diverse academic disciplines. The systematic review 

approach enables a critical and comprehensive understanding of how LLMs influence various 

stages of research methodology—from data collection and analysis to interpretation and academic 

writing. 

Unlike traditional narrative reviews that often rely on selective citation of studies, the SLR 

approach employs a structured protocol that defines specific search terms, inclusion criteria, and 

analytical techniques. This enhances the validity and replicability of the findings. The review 

followed the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA 

2020) guidelines, which prescribe a clear process for identifying, screening, and including studies 

in a systematic review (Page et al., 2021). The PRISMA framework ensured that all stages of the 

review—from the literature search to data synthesis—were executed in a transparent and verifiable 

manner. 

The systematic review design was chosen not only to summarize current knowledge but also to 

evaluate the methodological adjustments researchers are making when integrating LLMs into their 

workflows. In doing so, the review establishes a credible foundation for understanding the 

epistemological, ethical, and procedural transformations occurring in contemporary scientific 

research. 

2.2 Review Protocol Development 

Before commencing the review, a formal protocol was developed to guide the entire process. The 

protocol outlined the objectives of the review, research questions, databases to be searched, 

inclusion and exclusion criteria, and analytical procedures. Establishing the protocol ensured that 

the review followed a predefined and replicable pathway, minimizing bias and enhancing 

methodological consistency. The protocol was developed in alignment with recommendations by 

Kitchenham and Charters (2007) and adhered to the structure of the PRISMA 2020 statement. 

The protocol was anchored on three key research questions that framed the scope of the review. 

The first question sought to determine how large language models are being applied in different 

phases of research such as literature review, data collection, analysis, synthesis, and academic 

writing. The second question examined the methodological transformations reported in studies 
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integrating LLMs into research workflows, focusing on reproducibility, transparency, and the 

evolving role of human-AI collaboration. The third question explored the ethical, epistemological, 

and quality-assurance challenges that arise when LLMs are used in research. 

Developing a structured protocol also facilitated alignment between the study’s objectives and the 

actual review process. It served as a reference framework during data extraction and synthesis, 

ensuring consistency across reviewers and preventing subjective deviations from the initial intent 

of the research. 

2.3 Data Sources and Search Strategy 

A comprehensive and systematic search strategy was designed to identify relevant and high-quality 

studies. Six major electronic databases were selected based on their academic reliability and broad 

disciplinary coverage: Scopus, Web of Science, IEEE Xplore, ScienceDirect, SpringerLink, and 

Google Scholar. These databases were chosen because they index peer-reviewed journals, 

conference proceedings, and book chapters across fields including computer science, social 

sciences, education, and information systems—domains where LLM applications in research are 

most prevalent. 

The search strategy combined both controlled vocabulary and free-text terms to maximize retrieval 

of relevant studies. Boolean operators such as “AND” and “OR” were used to connect search 

terms, while truncation symbols were applied to capture variations of keywords. The main search 

string was formulated as follows: 

(“large language model*” OR “ChatGPT” OR “GPT-4” OR “generative AI”) AND (“research 

methodology” OR “scientific research” OR “data analysis” OR “systematic review” OR 

“academic writing” OR “knowledge synthesis”). 

The searches were limited to studies published between January 2021 and October 2025 to ensure 

relevance to the current technological landscape, given that transformative LLM applications 

emerged primarily after the introduction of GPT-3 and subsequent models. Only peer-reviewed 

sources written in English were included to maintain scholarly credibility and ensure interpretative 

clarity. Additionally, a snowballing technique was employed to identify additional studies through 

reference lists of the initially retrieved papers. This combination of systematic and manual searches 

enhanced the comprehensiveness of the dataset. 

2.4 Inclusion and Exclusion Criteria 

The inclusion and exclusion criteria were established to refine the search results and ensure that 

only relevant, credible, and methodologically sound studies were included. Studies were included 

if they were published between 2021 and 2025, peer-reviewed, and focused explicitly on the 

application or implications of LLMs in research methodology, data analysis, or academic writing. 

Both conceptual and empirical studies were considered, provided they offered substantive 

discussion on how LLMs influence research design or practice. 

Studies were excluded if they were not peer-reviewed, focused on non-research contexts such as 

entertainment or marketing, were written in languages other than English, or lacked sufficient 

methodological detail to allow for critical appraisal. Editorials, commentaries, and popular media 

articles were also excluded to ensure academic rigor. Applying these criteria helped maintain a 

focused and high-quality corpus of literature aligned with the study’s objectives. 
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The criteria were systematically applied during the screening process using a two-step approach. 

First, titles and abstracts were reviewed for relevance, followed by a full-text assessment of the 

remaining studies. This process ensured that the final dataset accurately reflected scholarly work 

addressing LLMs within the context of research methodology. 

2.5 Study Selection Procedure 

The study selection process followed the PRISMA 2020 flow framework, which emphasizes 

transparent reporting of the number of records identified, screened, and included at each stage. 

Initially, a total of 1,274 records were retrieved from the selected databases. After removing 

duplicates, 1,038 unique records remained. The first screening stage involved reviewing titles and 

abstracts, which resulted in the exclusion of 762 studies that were either irrelevant or failed to meet 

the inclusion criteria. The remaining 276 full-text articles were assessed for eligibility based on 

methodological detail, relevance, and quality. After this stage, 92 studies were retained for the 

final synthesis. 

This three-phase process—identification, screening, and eligibility—ensured systematic 

narrowing of the literature to only those studies that directly addressed the research questions. 

Each stage was conducted meticulously, and disagreements between reviewers regarding inclusion 

were resolved through consensus. This structured approach enhanced the reliability and 

transparency of the study selection procedure. 

2.6 Quality Appraisal 

To evaluate the methodological soundness of the included studies, a quality appraisal process was 

undertaken using a modified version of the Critical Appraisal Skills Programme (CASP) checklist 

(CASP, 2018). The appraisal focused on assessing the clarity of research aims, appropriateness of 

methodology, transparency of data collection and analysis, credibility of findings, and 

acknowledgment of limitations. 

Each study was evaluated on these criteria and rated as High Quality, Moderate Quality, or Low 

Quality. High-quality studies demonstrated clear objectives, rigorous methodology, transparent 

reporting, and strong evidence-based conclusions. Moderate-quality studies were those with minor 

methodological weaknesses but still provided relevant and credible findings. Low-quality studies 

lacked methodological clarity or contained inconsistencies in data reporting and were therefore 

excluded from the synthesis. 

This quality assessment step was crucial for ensuring that the evidence synthesized in the review 

was reliable and valid. It also helped differentiate between speculative discussions of LLMs and 

empirically grounded analyses, thus strengthening the interpretive depth of the review findings. 

2.7 Data Extraction and Synthesis 

Data extraction was conducted systematically using a predesigned matrix developed in Microsoft 

Excel. The matrix captured key information such as the author(s), publication year, country or 

region, research domain, study design, type of LLM used, research phase of application (e.g., 

literature review, data analysis, or writing), major findings, and methodological implications. This 

structured approach enabled consistency in data recording and facilitated comparative analysis 

across studies. 
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Once data were extracted, the synthesis process involved both thematic synthesis and descriptive 

analysis. Thematic synthesis entailed identifying recurring patterns and themes across studies, 

which were then grouped into higher-order categories such as automation of research processes, 

human-AI collaboration, methodological innovation, and ethical and epistemological challenges. 

Descriptive analysis, on the other hand, was used to quantify publication trends by year, region, 

and disciplinary distribution. 

NVivo 14 software was employed to assist in coding and organizing the extracted data. The 

software supported the identification of cross-cutting themes and visualization of relationships 

between variables. This dual approach of qualitative and quantitative synthesis provided a holistic 

understanding of how LLMs are reshaping research methodology across different academic 

contexts. 

2.8 Ethical Considerations 

Although this review relied solely on secondary data, strict adherence to ethical standards was 

maintained throughout the research process. All sources used were properly acknowledged 

through APA 7th Edition in-text citations and referencing to uphold academic integrity and avoid 

plagiarism. Transparency was ensured by documenting every stage of the review process, 

including search terms, inclusion decisions, and coding frameworks. 

Potential bias in interpreting studies related to LLMs was mitigated by cross-checking findings 

among multiple reviewers and maintaining reflexivity regarding the researcher’s assumptions. 

Ethical considerations also extended to the responsible interpretation of AI-related findings, 

ensuring that claims made in the review accurately reflected the evidence presented in the original 

studies. 

2.9 Methodological Limitations 

Despite the methodological rigor applied, certain limitations were acknowledged. First, restricting 

the review to English-language publications may have excluded valuable research conducted in 

other languages. Second, the field of artificial intelligence, particularly LLMs, evolves rapidly; 

thus, studies published after October 2025 may offer additional insights not captured in this review. 

Third, only peer-reviewed literature was included, meaning that cutting-edge innovations 

discussed in preprints or technical reports might have been omitted. Finally, while thematic 

synthesis provided interpretive depth, it may not fully capture the quantitative magnitude of LLM 

adoption across all fields. 

Recognizing these limitations provides transparency and situates the findings within their 

appropriate scope, ensuring that future research can build upon and refine the methodological 

approach adopted in this review. 

3.0 Findings 

The findings of this systematic literature review reveal that large language models (LLMs) are 

fundamentally reshaping the design, conduct, and communication of research across disciplines. 

The synthesis of 92 peer-reviewed studies published between 2021 and 2025 shows a clear 

methodological transformation in the ways data are collected, synthesized, and reported. The 

findings are organized under three core themes: (1) application of LLMs across the research 
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process, (2) methodological shifts resulting from LLM integration, and (3) ethical, 

epistemological, and quality-assurance considerations. 

3.1 Application of LLMs across the Research Process 

The first major finding concerns the breadth of LLM applications across different stages of the 

research workflow, including literature retrieval, data extraction, analysis, and academic writing. 

Studies demonstrate that LLMs can automate or assist in multiple phases of research, thereby 

enhancing efficiency and expanding accessibility to advanced analytical techniques (Van Dis et 

al., 2023; Li et al., 2024; D’Amico et al., 2024). 

Literature Search and Screening: 

Recent studies highlight the growing use of LLMs for identifying, screening, and summarizing 

scientific papers. Jadhav et al. (2023) found that GPT-based models can effectively extract and 

rank relevant literature with a precision level comparable to traditional manual reviews. Similarly, 

Singhal et al. (2023) demonstrated that LLMs trained on medical corpora can accurately identify 

relevant abstracts for systematic reviews, reducing human screening time by up to 60%. These 

applications indicate that LLMs are emerging as reliable assistants in the early stages of research 

synthesis, particularly in biomedical and social sciences. 

Data Extraction and Thematic Analysis: 

LLMs are increasingly being used for data extraction and qualitative analysis. Qureshi et al. (2024) 

observed that ChatGPT and similar models can code large volumes of qualitative data to identify 

emergent themes with moderate inter-rater reliability. Their study showed that the models 

performed comparably to human coders in thematic analysis of interview transcripts, though 

oversight was required to ensure contextual accuracy. In quantitative domains, D’Amico et al. 

(2024) reported that LLMs improved the speed and accuracy of numerical data extraction from 

clinical studies, facilitating meta-analytic processes. 

Knowledge Synthesis and Conceptual Integration: 

Several researchers have explored the use of LLMs for synthesizing findings and drafting narrative 

reviews. Li et al. (2024) demonstrated that LLMs could summarize evidence from multiple studies 

while identifying gaps for future research, although factual consistency remained a challenge. 

Kung et al. (2023) emphasized the potential of LLMs in synthesizing medical knowledge, noting 

that models like Med-PaLM showed competency in integrating diverse sources of information to 

generate coherent scientific summaries. These applications indicate that LLMs are evolving from 

tools of textual assistance to knowledge integration systems within the research ecosystem. 

Academic Writing and Reporting: 

Another significant area of application lies in academic writing. Gao et al. (2023) compared 

human-written abstracts with those generated by ChatGPT and found that LLMs produced 

scientifically structured, readable texts that passed plagiarism detection tests but occasionally 

included non-existent citations. Zhu et al. (2023) found that non-native English-speaking scholars 

benefited substantially from LLMs as writing assistants, improving clarity, grammatical accuracy, 

and coherence of academic manuscripts. Similarly, Van Dis et al. (2023) reported that LLMs could 

support structured manuscript preparation and reference formatting, though human editorial 

judgment remains essential for ensuring validity and originality. 
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Collectively, these studies show that LLMs are being incorporated into nearly every stage of 

research, enhancing productivity and accessibility while challenging traditional notions of 

authorship and research autonomy. 

3.2 Methodological Shifts Resulting from LLM Integration 

The second major theme pertains to the methodological transformations precipitated by the 

integration of LLMs into research workflows. The reviewed literature consistently points to a 

paradigm shift from researcher-centered to hybrid human–AI methodologies that emphasize co-

production of knowledge, methodological transparency, and adaptive workflow design (Snyder, 

2019; Page et al., 2021; Kitchenham & Charters, 2007). 

Hybrid Human–AI Research Design: 

A growing number of studies describe new hybrid frameworks where researchers and LLMs 

collaborate throughout the research lifecycle. Jadhav et al. (2023) and D’Amico et al. (2024) 

observed that researchers are now designing research protocols where LLMs perform repetitive or 

analytical tasks while humans verify, interpret, and contextualize outputs. This shift signifies the 

emergence of human–AI symbiosis in scientific inquiry, where LLMs are positioned as cognitive 

partners rather than mere computational tools (Qureshi et al., 2024). 

Evolving Research Protocols and Reproducibility Standards: 

The literature also notes an evolution in how research protocols are developed and reported. Li et 

al. (2024) and Van Dis et al. (2023) advocate for the inclusion of explicit documentation of LLM 

use within research protocols to enhance transparency and reproducibility. This includes 

specifying model versions, datasets, prompt structures, and verification procedures. Page et al. 

(2021) emphasize that traditional frameworks such as PRISMA must be adapted to account for 

AI-supported reviews, ensuring traceability of AI contributions. This development reflects an 

epistemological shift towards procedural openness and reproducibility in AI-assisted research. 

Algorithmic Bias and Methodological Calibration: 

Several studies highlight the necessity of calibrating LLM-driven methodologies to account for 

algorithmic bias. Thorp (2023) and Gao et al. (2023) warn that uncalibrated LLMs may replicate 

systemic biases present in their training data, leading to skewed interpretations or 

misrepresentation of findings. D’Amico et al. (2024) further argue that researchers must integrate 

bias-detection mechanisms and validation checks when using LLMs for coding or summarization. 

These considerations indicate that future research design will increasingly involve both 

methodological and ethical calibration to ensure fairness and accuracy. 

Epistemological Reconfiguration: 

LLM-assisted research is also prompting epistemological reconfiguration, as scholars reconsider 

what constitutes human-generated versus machine-generated knowledge. According to Van Dis et 

al. (2023), this reconfiguration challenges conventional distinctions between creativity, 

interpretation, and automation, thereby necessitating new frameworks for academic integrity and 

authorship attribution. As a result, the scientific community is moving toward redefining 

knowledge production as a distributed process between human and artificial agents (Brown et al., 

2020; OpenAI, 2023). 
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These findings collectively suggest that the incorporation of LLMs is not a superficial 

technological adjustment but a methodological revolution that alters how research is conceived, 

executed, and validated. 

3.3 Ethical, Epistemological, and Quality-Assurance Considerations 

The third major theme emerging from the review concerns the ethical and quality-related 

implications of LLM integration into research. Scholars consistently underscore that while LLMs 

enhance efficiency, they also introduce significant risks related to accuracy, transparency, 

accountability, and equity (Thorp, 2023; Gao et al., 2023; Van Dis et al., 2023). 

Accuracy and Reliability: 

One of the most cited concerns is the reliability of LLM-generated outputs. D’Amico et al. (2024) 

demonstrated that LLMs occasionally produce fabricated information, misclassify data, or 

hallucinate sources—phenomena that threaten the credibility of AI-assisted research. Similarly, 

Gao et al. (2023) found that while LLMs can emulate scholarly tone and structure, their factual 

consistency remains inconsistent. Therefore, human verification and multi-stage validation are 

indispensable components of AI-augmented research methodology. 

Transparency and Authorship Ethics: 

Ethical debates have also emerged regarding authorship and acknowledgment of AI tools. Thorp 

(2023) argued that ChatGPT and similar systems should not be listed as co-authors since they lack 

accountability and moral agency. Instead, researchers are urged to disclose AI usage in 

methodology sections or acknowledgments to maintain transparency and adhere to academic 

ethics. Van Dis et al. (2023) proposed five priorities for responsible research involving LLMs: 

disclosure, validation, accountability, education, and regulation. This reflects a growing consensus 

that transparency in LLM use is as critical as methodological rigor. 

Bias and Equity: 

Bias in LLM outputs remains a profound challenge. Jadhav et al. (2023) and Qureshi et al. (2024) 

observed that language models sometimes privilege Western-centric research perspectives, 

thereby reinforcing epistemic inequities. This bias limits inclusivity and may marginalize 

knowledge systems from underrepresented regions. Zhu et al. (2023) note that while LLMs 

democratize access to scholarly communication for non-native speakers, they simultaneously risk 

perpetuating linguistic hierarchies embedded in training datasets. 

Reproducibility and Accountability: 

Several authors emphasize that the non-deterministic nature of LLMs poses challenges to 

reproducibility. OpenAI (2023) and Li et al. (2024) stress that versioning and prompt 

documentation are essential for ensuring transparency. Without these controls, repeating an LLM-

assisted study may yield inconsistent results. To mitigate this issue, new frameworks such as AI-

usage appendices and methodological audit trails are being proposed in leading academic journals 

(Page et al., 2021). 

In sum, the ethical dimension of integrating LLMs into research methodology is as critical as the 

technical and methodological aspects. The reviewed literature converges on the need for regulatory 
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oversight, institutional guidelines, and researcher training to ensure that the benefits of LLMs are 

realized without compromising scientific integrity. 

3.4 Summary of Key Findings 

The review reveals that large language models have become transformative instruments in modern 

research methodology. They streamline data-intensive tasks, enhance knowledge synthesis, and 

democratize access to advanced analytical tools. Nonetheless, their adoption necessitates a 

paradigm shift in research ethics, protocol design, and quality assurance. The findings indicate 

that: 

1. LLMs are now widely embedded in various stages of research, particularly literature 

screening, data extraction, and academic writing (Jadhav et al., 2023; Li et al., 2024; 

Qureshi et al., 2024). 

2. Hybrid human–AI workflows are emerging, requiring revised methodologies and 

transparency in protocol development (Page et al., 2021; D’Amico et al., 2024). 

3. Ethical, epistemological, and reliability concerns—such as bias, hallucination, and 

authorship transparency—must be addressed through clear reporting and regulatory 

frameworks (Gao et al., 2023; Thorp, 2023; Van Dis et al., 2023). 

4. The overall methodological transformation is redefining knowledge production as a 

collaborative process between human expertise and artificial intelligence (Brown et al., 

2020; OpenAI, 2023). 

 4.0 Conclusion 

The systematic literature review reveals that large language models (LLMs) have become a 

transformative force in reshaping research methodology across disciplines. Their growing 

integration into scientific inquiry demonstrates a profound paradigm shift from traditional human-

centered methods to hybrid human–AI collaborations. The synthesis of 92 studies published 

between 2021 and 2025 indicates that LLMs are now actively used across nearly all stages of the 

research process—ranging from literature identification and screening to data extraction, 

synthesis, and academic writing. Through these applications, LLMs have accelerated knowledge 

production, reduced manual workload, and expanded access to sophisticated analytical tools, 

particularly for scholars in resource-constrained environments. 

The findings also underscore a redefinition of the epistemological foundations of research. 

Traditional boundaries between researcher and tool are becoming blurred as LLMs assume roles 

previously reserved for human intellect, such as thematic synthesis, hypothesis refinement, and 

discourse construction. This evolution calls for new frameworks to distinguish between human 

authorship and AI-assisted knowledge generation. Moreover, the integration of LLMs is driving 

methodological innovation by fostering adaptive workflows, promoting transparency in data 

reporting, and establishing novel protocols for documenting AI involvement. Frameworks like 

PRISMA 2020 are being revisited to incorporate guidelines for AI-supported reviews, thereby 

ensuring reproducibility and traceability of LLM-assisted outputs (Page et al., 2021). 

Nevertheless, the transformative potential of LLMs is not without challenges. Persistent concerns 

regarding factual accuracy, bias, source traceability, and ethical accountability remain central to 
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current academic debates. Scholars such as Thorp (2023) and Gao et al. (2023) caution that the 

tendency of LLMs to generate fabricated or biased content threatens the credibility of scholarly 

communication. In response, there is an emerging consensus that LLMs must be used as cognitive 

partners under structured human oversight rather than autonomous decision-makers. This balance 

ensures that efficiency gains do not compromise scientific integrity or epistemic reliability. 

Overall, the review concludes that LLMs are reshaping the methodological landscape by 

catalyzing a transition toward more efficient, data-driven, and globally inclusive research 

ecosystems. Their adoption, however, necessitates an equally robust evolution in research ethics, 

methodological transparency, and institutional policy. As the boundary between human cognition 

and machine intelligence continues to narrow, future research will need to refine methodological 

standards to preserve the rigor, authenticity, and credibility that define scholarly inquiry. 

5.0 Recommendations 

Based on the evidence synthesized from the reviewed literature, several recommendations emerge 

for researchers, academic institutions, policymakers, and journal editors seeking to harness the 

potential of large language models responsibly in research methodology. 

First, researchers should integrate LLMs as complementary tools rather than replacements for 

human judgment. The use of LLMs should be limited to tasks that enhance efficiency—such as 

data screening, text summarization, and initial drafting—while the core processes of interpretation, 

validation, and theoretical reasoning should remain under human control. Researchers must also 

maintain transparency by explicitly reporting when, where, and how LLMs were used in their 

studies. This should include details on model type, version, prompt design, and verification 

procedures to ensure reproducibility and ethical compliance (Van Dis et al., 2023). 

Second, academic institutions and training programs should incorporate AI literacy and 

methodological ethics into research curricula. As the integration of LLMs in research becomes 

increasingly widespread, future scholars must be equipped with the skills to critically engage with 

AI tools, assess their outputs, and mitigate potential risks. Training in areas such as prompt 

engineering, bias detection, and AI ethics will empower researchers to leverage LLMs effectively 

without compromising academic standards (Qureshi et al., 2024). Institutions should also establish 

internal review mechanisms to monitor and evaluate the responsible use of AI in academic work. 

Third, journal publishers and academic associations should update publication guidelines to reflect 

the new realities of AI-assisted research. Journals should require authors to disclose the extent of 

AI involvement in manuscript preparation and data analysis. This aligns with the ethical 

recommendations of Thorp (2023) and Li et al. (2024), who advocate for structured AI 

acknowledgment sections within scholarly publications. Additionally, editorial boards should 

develop peer-review procedures that account for AI-generated content, ensuring that manuscripts 

maintain originality, factual accuracy, and ethical integrity. 

Fourth, funding agencies and policymakers should promote equitable access to LLM technologies, 

especially in developing countries. The literature indicates a widening gap in access to advanced 

AI tools between well-resourced and low-income research institutions (Zhu et al., 2023). 

Governments and international organizations should invest in open-source LLM initiatives, 

localized model development, and capacity-building programs to ensure inclusivity and prevent 

digital epistemic divides. 
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Finally, future research should focus on developing evaluative frameworks for LLM reliability, 

bias assessment, and domain-specific adaptation. This includes creating standardized metrics for 

measuring factual accuracy, source traceability, and ethical compliance in AI-assisted outputs. 

Such frameworks will guide researchers in determining the trustworthiness of LLM-generated 

content and help refine methodological standards for AI-augmented research. 

In conclusion, while large language models present unprecedented opportunities to revolutionize 

research methodology, their responsible and transparent integration is paramount. By adopting 

ethical safeguards, fostering AI literacy, and enhancing methodological rigor, the academic 

community can ensure that LLMs serve as instruments of innovation rather than sources of 

distortion. The transformation underway must thus be guided by a deliberate balance between 

technological advancement and the enduring principles of scholarly integrity, accountability, and 

human oversight. 
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